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Introduction:
The confluence of major breakthroughs in optimal control theory and computational power has made possible the rapid computation of optimal trajectories. This implies that mission design analysis can be carried out in a quick and efficient manner with the only limitation being the designer’s imagination. This course will introduce the student to the major advancements that have taken place over the last decade in both theory and computation that makes fast trajectory optimization possible.

Course Objectives:
Students will acquire a broad perspective on recent developments in the mathematical foundations of trajectory optimization; “old hats” will also acquire a new perspective to some old ideas. The overall objective of this course is to outline the new foundations related to convergence of solutions that have emerged in recent years and the accompanying breakthroughs in general techniques for problem solving. These techniques are intended to enhance, not replace, special techniques (such as geometric methods) that are in common use. Anyone involved in astrodynamics research will benefit from this course.

Applications:
Although the course will focus largely on space applications, other applications will also be discussed and elaborated to illustrate the generality of the techniques and ideas. The space application problems that will be illustrated in detail include the following:
1. Finite, continuous and low-thrust trajectory optimization.
2. Mission design for distributed spacecraft systems including formation “flying.”
3. Libration point trajectories.
5. Lunar trajectories with applications to the Crew Exploration Vehicle (ORION).
6. Entry, descent and landing trajectory design and guidance.
7. Large-angle spacecraft slew maneuvering.
8. Flexible spacecraft control.
The non-space applications’ problem will include such diverse problems as obstacle avoidance of robotic vehicles, unmanned aerial vehicle loitering problems, swing-up of an inverted pendulum and other applications.

Mathematical Background:
Students are expected to have an understanding of basic engineering mathematics at the graduate level. Advanced mathematics concepts required to understand this course, such as the notions of Hilbert and Sobolev spaces, will be introduced and explained with extensive figures and geometric insights. Although students are expected to have a background in elementary optimal control theory (as found in some classic texts like Bryson and Ho) these topics will also be reviewed from a modern perspective.
Course Outline

• Overview of recent advances in trajectory optimization
  – A quick look at two tipping points

• What kinds of trajectory optimization problems are solvable today and why?
  – A menu of illustrative problems in astrodynamics.

• The mathematics of problem formulation
  – Modern terminologies
  – Generic problem formulation
  – Example problems

• Classical optimality conditions
  – Bellman’s principle and the curse of dimensionality
  – Pontryagin’s principle and the curse of complexity

• The Bernoulli-Euler method
  – Euler’s original proof of the Euler-Lagrange equations
  – A quick review of Euler’s ideas using modern concepts
    • Sequence space, uniform convergence and a.e. convergence
    • Stone-Weierstrass Theorem
    • Passage through the limit – commuting limiting operations

• Karush’s extension of the Bernoulli-Euler method
  – Pontryagin’s principle via the Karush extension
  – Illustrating hidden convexity
  – The Covector Mapping Principle
  – New first principles in trajectory optimization: A short introduction to Sobolev spaces

• Runge-Kutta (RK) and Pseudospectral (PS) methods for trajectory optimization
  – When and why RK methods fail
  – Introduction to PS techniques: differentiation and integration
  – Weierstrass’ theorem, best polynomial and best interpolating polynomial
  – The Bellman PS method

• Three new modern tests for optimality
  – Quantifying suboptimality
  – Anti-aliasing in optimal control

• Real-time trajectory optimization
  – Lipschitz constant and a mathematical definition of real time
  – Illustrating real-time trajectory optimization

• Conclusions and outlook
  – How the new principles avoid dimensionality and complexity curses
  – Current trends in trajectory optimization